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Book Review

A First Course in Information Theory R. W. Yeung (New York: elementary and may well belong to a first course, but another part
Kluwer/Plenum, 2002. 412 + xxi pp/Reviewed by Imre Csiszar,is highly advanced. The latter includes a characterization of Markov
Fellow, IEEE random fields (Theorem 7.25), with the important consequence that
i1ihe I-measure corresponding to a Markov chain is always a true

The title of this book is rather misleading, for less than half of . .
easure, that is, nonnegative.

is devoted to an introductory treatment of basic concepts of informas
! v ! uctory ! P : Chapters 12, 13, 14, and 16 are centered around a recent but con-

tion theory. The rest is advanced material, not surprisingly pertaining - . .
, ) - ing first Rtually fundamental problem about information measures. Associate
to the author’s research interests. These topics, here appearing firsti

a book, represent a very valuable contribution to the literature. Co '—th. eachn-tuple of .RVSX“ -+ Xn @2" — l-dimensional vector
pared to them, the introductory part appears of lesser value (this revié yvith components |_ndexe(_:i _by the nonempty SE@, {.1’ ook,
does not follow the author’s classification of Chapters 1-13 as the baSio>C cgmponen‘ta 'S the joint entropy of the RV, 7 € a. T[;‘e
and Chapters 14-16 as the advanced topics). The book comes wiﬁﬁ%{"em IS to determee the set 9f all such vectlomlen_oted By, .
CD containing the Information Theoretic Inequality Prover (ITIP) soft®" 24 least its closurE}; . The mentioned chapters contain results perti-

ware, developed by the author and Y. O. Yan nent to this—apparently very hard—problem. Determiniiigwould
The introductory material in Chaptérs 1-5 and 8-10 covers inform@mount to determining all information-theoretic inequalities that can
tion measures, lossless source coding, weak and strong typicalityml%%-redUCEd to the nonnegativity of some linear combination of joint
' j ’ﬁjntropies as above. All such inequalities that have been known until re-

pacity of discrete memoryless channels (DMCs) including those wi " “Sh i " that i fth tivit
feedback, rate-distortion theory, and the Blahut—Arimoto algorithrﬁen y are ; 'annon type,”that 1s, consequences of the nonnegativity
f Shannon’s information measures. Shannon-type inequalities are dis-

Multiuser theory is not entered here, except for one problem in Chap?er . ) . -
9 related to the Slepian—Wolf theorem. Efforts are made at a mattf issed in Chapter 13, in particular, they can be machine-proved by the

matically careful treatment of subtle points, for example, the role IP software. Non-Shannon-type inequalities are treated in Chapter

strict positivity is properly emphasized when dealing with condition 4. Most remarkably, in Section 16.3, an equivalent characterization of

independence. The problem of zeros is overlooked, however, in Det 1< set:,, Is found in terms of algebraic concepts, viz. finite groups
d their subgroups.

nition 5.1 of a strongly typical set, where the exclusion of sequenc%g ; B -
containing some letter with p(x) = 0 is missing. Types and type Finally, two chapters (11 and 15) are devoted to “network coding,

classes are notreated, though some messy proofs such as of TheofbiEY_ TE R LC RIISS: BREAC o0 Rt eotnes,
5.2, 5.3, 5.9 would be much more transparent using types; the conc%ﬁ?

would come handy also in Section 16.3 presenting a major result of t%enmseless channels with given capacities, when coding operations

book. A commendable feature is the visualization of information-theSE’1n be performed at each node. The maximum achievable source rate

retic inequalities via properties of typical sets (Section 5.4). An attem: tironwr} :ﬁ ber ats)l er>]<1ptectet\1|/, rbL:t ther prootfr|s ?uc;tien kg‘rd. tT ?isgehnerart]l-
is made at a definition of a (DMC) that covers both the nonfeedbac on ofthe problem to severa’ sources, reate apter 25, has no
@plete solution yet. Still, similarly looking inner and outer bounds

and feedback cases; unfortunately, Definition 8.2 appears obscure, AP . .
Y P given to the region of achievable source rate tuples, when the zero

the reliance upon “dependency graphs” in Sections 8.3 and 8.6 suffars ) ; o
from the IackF:)f a forFr)naI defirzlitgi]onpof how such graphs give rise t rror requirement is relaxed to small probability of error. These bounds,

probability distributions ough not computable, are of major conceptual interest for they in-

volve T andT;; as above, with suitable.

The novel features of the book include the treatment of I-measures]_h book is well written. alth h some proofs ar h N
and information diagrams, in Chapters 6 and 7. The I-measure € DOoK IS We en, although some proofs are (perhaps un-

corresponding to am-tuple of random variables (RVs) is a signea‘;1 ;’gfg}bm;e?;lﬁ'.;—:gﬁr?(;emnginirer)é":;nEletss’ 1?35;?.2':&“222::06?
measure on a set of sizZ" — 1, such that information-theoretic pter. 1 i ! y , DULSY; icaly "

identities correspond to set-theoretic ones for the I-measure, of{ F]erence numbers to t_he_ blt_)llography are anuisance. Itis awkward that
e examples are set in italic.

admitting graphical visualization. Part of the theory of I-measures i ) o . .
g grap y In summary, the introductory material in this book is suitable for a

first course in information theory, but not preferable, e.g., to the Cover-
' _ Thomas book. The advanced material is much more valuable, and the
_"r"ﬁgfzsirgséfﬁg“\’la?h"":rg‘eﬁgi 2|r?2t|3tu e of Mathematics. The |_|ungariarr]eviewer unequivocally recommends reading it. Learning about these
Academy of Sciences, H-1364 Budapest, Hungary. new research topics sh_ouI(_j be bepeﬂual tg all information theorists, as
Communicated by S. Verdd, Book Reviews Editor. well as to computer scientists. This material could also be used for an

Digital Object Identifier 10.1109/T1T.2003.813510 advanced course for students with a mathematical orientation.
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