Foreword

Thefirst courseusuallyis an appetizer In the caseof RaymondYeungs
A First Course in Information Theory, however, anotherdelectabledish get
sened up in eachof the sixteenchapters.Chaptersl through7 dealwith the
basicconceptof entrofy andinformationwith applicationgo losslessource
coding. This is thetraditionalearlyfareof aninformationtheorytext, but Ye-
ung flavorsit uniquely No onesinceShannorhashada betterappreciation
for the mathematicastructureof informationquantitiesthanProf. Yeung. In
the early chaptersthis manifestsitself in a careful treatmentof information
measurewia both Yeungs analyticaltheoryof 7-Measureandhis geometri-
cally intuitive informationdiagrams (This material,never beforepresentedn
atextbook, is rootedin worksby G. D. Hu, by H. Dyckman,andby R. Yeung
et al.) Fundamentainterrelationsamonginformation measuresnd Marko-
viannessaredevelopedwith precisionandunity. New slantsare provided on
stapledik e thedivergenceinequality the dataprocessingheoremandFano’s
inequality Thereis alsoa clever, Kraft-inequality-freeway of proving thatthe
averagelengthof the wordsin a losslessprefix sourcecodemustexceedthe
sources entropy. An easilydigestibletreatmenbf the redundang of lossless
prefixsourcecodesalsois senedup,animportanttopicin practicethatusually
is slightedin textbooks.

Theconcepwof weaklytypical sequences introducedandthenusedto an-
chorYeungs proof of thelosslesslock sourcecodingtheorem.The concept
of stronglytypical sequencess introducednext. Laterextendedto joint typ-
icality, this providesa foundationfor proving the channelcodingtheoremin
Chapter8, thelossysourcecoding(rate-distortiontheoremin Chapter9, and
selectedmulti-sourcenetwork codingtheoremsn Chapterl5. Althoughthe
proof of the channelcodingtheoremfollows standardines, Yeungs tasteful
developmentof the interplay betweeninformationquantitiesand Markovian-
nessreadiesones palatefor a rigorousproof that feedbackarounda discrete
memorylesschanneldoesnot increasdts capacity In mostinformationthe-
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ory booksthis basicresultof Shannoreitherdoesnot appeaor is relegatedto
a problemin which the several stepsareoutlinedin orderto guidethereader
towardthegoal. Rate-distortiortheoryandShannors lossysourcecodingthe-
oremaretreatedn familiar ways. Whenproving the latter oneconfrontslack
of independencef theevents{(X, X (i)) € 7"}, whereX is arandomsource
word, X (7) is the ith word in a randomlychosensourcecode,andT™ is the
setof jointly typical vectorpairs. In thoseinstancesn which this widely un-
appreciategtumblingblockis not overlooked entirely it usuallyis addressed
via eithera non-selfcontainedeferenceor a mammothproblemat the end of
the chapter However, Yeungs thoroughearlier developmentof strongjoint
typicality conceptsallows him to tackleit head-on.

Chapter10 dishesup a careful treatmentof the iterative algorithmsfor
computationof channelcapacityand rate-distortionfunctions pioneeredby
R. E. BlahutandS. Arimoto, which is generallyacceptedistodays preferred
approachto computationalnformationtheory Moreover, it hasthe extra ad-
vantagethat iteratve optimizationalgorithmsare finding widespreadappli-
cationto areasasdiverseasdecodingof turbo andlow-density parity-check
codesandbelief propagationn artificial intelligenceandin realandartificial
neuralnets.

Chaptersl1 throughl16 area uniquetour de force. In asdigestiblea fash-
ion ascould possiblybe expected,Yeungurveils a smogasbordof topicsin
moderninformationtheorythatheretoforenave beenavailableonly in research
papersgenerategrincipally by Yeungandhis researctcollaborators.Chap-
ter 11 is a strongtreatmentof single-sourcenetwork codingwhich develops
carefullytherelationshipetweerinformationmulticastingandthe max-flov
min-cuttheory Yeungmakesaniron-cladcasefor how nodesmustin general
performcoding, not just storingandforwarding. Chaptersl2, 13 and 14 on
informationinequalitiesof both Shannorand non-Shannorype constitutea
definitive presentatiomf thesetopicsby the masterchefhimself. Connections
with linearprogrammingareexploited, culminatingin explicationof Informa-
tion TheorylnequalityProver (ITIP) of R. YeungandY.-O. Yanfor inequali-
tiesof Shannon-typevhich comeswith thisbook (alsoWWW-available). This
leads,n turn,to thefascinatingareaof non-Shannon-typ@formationinequal-
ities, pioneeredby R. YeungandZ. Zhang. This materialhasbeenfound to
possesprofoundimplicationsfor the generalareaof information structures
being studiedby mathematicalogiciansand may also contritute to thermo-
dynamicsandstatisticalmechanicsvhereinthe concepwf entroyy originated
andwhich continueto be heaily concernedvith variousfamiliesof general
inequalities. The theory of 7-Measureintroducedin Chapter6 providesthe
essentialnsightinto thoseof the non-Shannorype inequalitiesthat are dis-
cussedhere.Multi-sourcenetwork codingin Chapterl5is aconfoundingarea
in which Yeungand othershave madeconsiderablegrogressbut a compre-
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hensve theoryremainselusive. Nonethelessthe geometricalframenork for
informationinequalitiesdevelopedin Chaptersl2 and 13 rendersa unifying
tool for attackingthis classof problems.The closingchapterinking entropy
to thetheoryof groupsis mouthwateringlyprovocative, having the potentialto
becomea majorcontrilution of informationtheoryto this renavnedbranchof
mathematicandmathematicaphysics.

Savor thisbook;| think youwill agreethe proofis in the pudding.
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